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Outline
• anisotropic diffusion eq. quite common: image 

processing, transport in magnetized plasmas, etc. 

• finite difference scheme 

• monotonicity & extremum principle 

• limiters (minmod, van Leer)  

• stability timestep & semi-implicit approach 

• super-time-stepping



Diffusion in image processing
[Image Credit: Manasi Datar] 

aims:
-maintain sharp edges 
-no spurious edges at  

low resolution 
-maximum detail with  

minimum storage



Diffusion in image processing
isotropic constant diffusion for intensity 

@

@t
I(x, y, t) = cr2I(x, y, t)

I~k(t) = I~k(0) exp(�ck2t) Fourier space: larger k modes damped more 
a low pass filter

G� ? I0(~x) =

Z
G�(~x� ~x0)I0(~x0)d~x0 image convolved with a kernel

\G� ? I0(~k) = cG�(~k) bI0(~k) convolution theorem

G�(~x) =
1

(2ct)d/2
exp
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�~x · ~x

4ct

◆
isotropic diffusion equivalent to 

isotropic Gaussian smoothing Kernel 
in real space



more general diffusion equation 
Perona-Malik 1990

AD in image processing
@

@t
I(x, y, t) = ~r · (c(x, y, t)~rI)

nonlinear diffusion equation 
larger diffusion where I(x,y) is smooth 

smaller where sharp changes in I (edges)

works quite well in practice 
mathematical issues: ill-posed, regularization 

noisy images can have spurious large gradients! these must be smoothened



Diffusion in image processing
[Image Credit: Manasi Datar] 

AD indeed produces  
better results



Plasma Thermal Conductivity

diffusivity (cm2s-1) ϰ : vt x mfp;  mfp~1/(nσ);  σ~b2 lnΛ; b~e2/kT 

diffusivity∝T5/2/n; e-s conduct heat as they are 40 times faster than protons

s =
kB

� � 1
ln

✓
p

⇥�

◆
nT

ds

dt
= �⇥ ·Q entropy



Plasma Thermal Conductivity
a tricky issue!

for unmagnetized plasma

Q = ��b̂⇥kT = ��b̂(b̂ ·⇥)T

Q = ��rT = �⇥nkBrT

for magnetized plasma
particles move along B w. small Larmor radii but 

diffuse along B with a path length of mfp; mfp>>ρL

true for all transport coeffts.

All this is fine for a given B, but B changes because of plasma 
currents, small scale instabilities! Observed perp. transport is 

enhanced.  This is the key problem of tokamaks.

Dk ⇠ v2t /� � D? ⇠ ⇥2L�



Buoyancy instabilities
buoyant response of gravitationally stratified fluids with anisotropic 

conduction fundamentally different from adiabatic fluids

1300 M. McCourt et al.

Figure 2. Evolution of the HBI with an initially vertical magnetic field in a local, 2D simulation (simulation h1 in Table 1). Colour shows temperature and black
lines show magnetic field lines. A small velocity perturbation to the initial state seeds exponentially growing modes which dramatically reorient the magnetic
field to be predominantly horizontal. The induced velocities are always highly subsonic and, after t ∼ 20tbuoy, are also almost entirely horizontal. Once the
plasma reaches its saturated state, it is buoyantly stable to vertical displacements. The plasma does not resist horizontal displacements, but the saturated state
is nearly symmetric to these displacements and they do not change its character.

Fig. 2 shows snapshots of the evolution of temperature and mag-
netic field lines in a local, 2D HBI simulation. We chose this simu-
lation to simplify the field-line visualization, but the results in Fig. 2
apply equally to our local and global 3D simulations. We initialized
this simulation in an unstable equilibrium state with vertical mag-
netic field lines (b̂z = 1). As described in Section 3.1, we seed this
initial condition with small velocity perturbations; the HBI causes
these perturbations to grow in the first three panels of Fig. 2. The
evolution becomes non-linear in the third panel, when the velocity
perturbations reach ∼4 per cent of the sound speed. Afterwards,
the instability begins to saturate and the plasma slowly settles into
a new equilibrium state. The last panel in Fig. 2 shows that this
saturated state is highly anisotropic: the magnetic field lines are al-
most entirely orthogonal to gravity. Flux conservation implies that
the fluid motions must also be anisotropic, with most of the kinetic
energy in horizontal motions at late times (see Fig. 3, discussed
below). These horizontal motions are very subsonic: in all of our
simulations, the velocities generated by the HBI are significantly
less than 1 per cent of the sound speed in the saturated state.

Because the fluid velocities remain small, the linear dispersion
relation (equation 7) captures much of the evolution of the HBI,
even at late times. For any magnetic field orientation, the fastest-
growing modes are the ones with k along the axis b̂× (b̂× g); these
modes have the growth rate

pmax = |ωbuoy b̂z|, (11)

which decreases as the field lines become horizontal. Additionally,
when b̂2

z < 1/2, only modes with k̂2
z > 1 − 4(b̂2

z − b̂4
z ) are unsta-

ble. Since the HBI saturates by making the field lines horizontal
(b̂z → 0), both the maximum growth rate of the instability and
the volume of phase space for unstable modes decrease as the HBI
develops. This strongly limits the growth of the perturbations, and
helps explain why the instability saturates relatively quiescently.

As argued by Parrish & Quataert (2008), the HBI saturates when
its maximum growth rate pmax vanishes, so that no unstable modes
remain. While this is clearly a sufficient condition for the plasma
to reach a new stable equilibrium, it is by no means necessary. The
instability could, e.g. saturate via non-linear effects, but in practice
this is not the case (at least for simulations without an additional
source of turbulence; see Section 5.1). Equation (11) for pmax shows
that the HBI can saturate by making either ∂T/∂z or b̂z vanish;
intuitively, the HBI is powered by a conductive heat flux, which it
must extinguish in order to stop growing. Erasing the temperature
gradient might seem like the more natural saturation channel, since
the conduction time across the domain is much shorter than other

Figure 3. Evolution of the vertical and horizontal kinetic energy in a local,
2D HBI simulation (simulation h1 in Table 1). The units are such that the
thermal pressure P ≈1 and the initial magnetic energy is B2/8π = 10−12.
After a period of exponential growth in which the x and z motions are in
approximate equipartition, HBI saturates and the kinetic energy ceases to
grow. At this point, the energy in the vertical motion is in the form of
stable oscillations, which decay non-linearly. The horizontal motions are
unhindered, however, and persist for the entire duration of the simulation.
These horizontal motions are responsible for the asymmetry of the magnetic
field shown in Fig. 4.

time-scales in the problem. In an astrophysical setting, however, the
large-scale temperature field is often controlled by cooling, accre-
tion or other processes apart from the HBI. We therefore impose
the overall temperature gradient on our simulations by fixing the
temperature at the top and bottom of the domain, so that ωbuoy is
roughly independent of time, and saturation requires b̂z = 0.

Since the HBI saturates by making the magnetic field lines hor-
izontal, we take the b̂z → 0 limit in equation (7) to understand the
late-time behaviour of the plasma:

ω = ± ωbuoy
(
1 − k̂2

z

)1/2
. (12)
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Figure 5. Evolution of the MTI with an initially horizontal magnetic field in a local, 2D simulation (simulation m1 in Table 2). Grey horizontal lines show the
transition to the buoyantly neutral layers described in Section 3.2; the colour scale is identical to that in Fig. 2. Initial perturbations grow by the mechanism
described in Section 2.2 (Fig. 1); rising and sinking plumes rake out the field lines until, by t = 6tbuoy, they are mostly vertical. This configuration is, however, non-
linearly unstable to horizontal displacements, which generate a horizontal magnetic field and thus continually seed the MTI (see Fig. 6). The result is vigorous,
sustained convection in marked contrast to the saturation of the HBI in Fig. 2. In this local simulation, buoyant plumes accelerate until they reach the neutrally
stable layers. The boundaries prematurely stop the growth of the MTI, and the local simulation underpredicts the kinetic energy generated by the MTI (see
Fig. 7).

resulting stably stratified plasma then resists vertical mixing and, in
the absence of strong external forcing, we expect the fluid velocities
and magnetic field lines to be primarily horizontal. In Section 5, we
perturb this state with externally driven, isotropic turbulence and
test the strength of the stabilizing force.

4.2 Saturation of the MTI

Fig. 5 shows the evolution of one of our local, 2D MTI simulations.
As in the HBI simulation shown in Fig. 2, we initialized this simu-
lation in an unstable equilibrium state (a weak horizontal magnetic
field) and seeded it with the small velocity perturbations described
in Section 3.1. The MTI and HBI stem from very similar physics,
and as a result have very similar linear dynamics. The non-linear be-
haviour of the two instabilities is entirely different, however. While
the HBI saturates relatively quiescently by driving the plasma to
a buoyantly stable and highly anisotropic state, the MTI gener-
ates vigorous, sustained convection that tends to isotropize both the
magnetic and velocity fields.

As we did for the HBI, we study the saturation of the MTI using
2D and 3D simulations spanning a range of domain sizes L/H.
Table 2 summarizes the simulations presented in this section.

Since the linear dispersion relation successfully describes the
non-linear evolution and saturation of the HBI, it is a good place
to begin our discussion of the MTI. The MTI is described by equa-
tion (7) when ∂T/∂z < 0. The linear evolution of the MTI is the
opposite of that of the HBI: the MTI operates when the temperature
decreases with height, its fastest growing modes are the ones with
wave vectors k parallel to b̂, and the force that destabilizes the MTI
is exactly that which stabilizes the HBI in its saturated state. Equa-
tion (7) shows that the maximum growth rate of the MTI goes to
zero when b̂z = 1. By analogy with the HBI, it thus seems reason-
able to expect that the MTI also saturates quiescently, by making
the field lines vertical.

The first three panels of Fig. 5 show that this is nearly what
happens. As the perturbations grow exponentially, the buoyantly

Table 2. Parameters for MTI simulations (Section 4.2).

Name D res L/H κ Field configuration

m1 2 64 0.033 7.07 horizontal
m2 2 64 0.033 7.07 vertical
m3 3 64 0.033 7.07 horizontal
m4 3 64 0.033 7.07 vertical
m5∗ 3 128 0.500 0.31 horizontal
m6∗ 3 128 1.400 0.35 horizontal
m7 3 256 0.500 0.06 horizontal

The definitions of L, D, and κ are the same as in Table 1. All simulations use
the local set-up (equation 9), except for the one with L/H = 1.4, which is
global (equation 10). Each of these simulations was initialized with a weak
magnetic field B/

√
4π = 10−4 with the orientation indicated in the table.

∗We also repeated simulations m5 and m6 with initial field strengths
B/

√
4π = 10−4, 0.0014, 0.0245.

rising and sinking blobs rake out the field lines, making them largely
vertical. The growth rate of the MTI goes to zero when the field
lines become vertical; since the velocities are still small at this point
in the evolution (∼10−2cs), one might expect the MTI to operate
like the HBI and quiescently settle into this stable equilibrium state.
Instead, however, the MTI drives sustained turbulence for as long
as the temperature gradient persists. The plasma never becomes
buoyantly stable, and the magnetic field and fluid velocities are
nearly isotropic at late times.

We can understand this evolution using the same approach we
employed for the HBI. Although the plasma in our MTI simulations
never reaches a state in which the MTI growth rate is zero, examin-
ing the properties of this state is very instructive. The equilibrium
state of the MTI with b̂z = 1 (i.e. a vertical field) has precisely the
same dispersion relation as the saturated state of the HBI, given
by equation (12). There are again zero-frequency (neutrally stable)
modes of the dispersion relation which correspond to horizontal
perturbations to the equilibrium state of the MTI; these experience
no restoring force, because the restoring force is buoyant in nature
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HBI: makes field lines horizontal

[McCourt et al. 2011]
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Figure 2. Evolution of the HBI with an initially vertical magnetic field in a local, 2D simulation (simulation h1 in Table 1). Colour shows temperature and black
lines show magnetic field lines. A small velocity perturbation to the initial state seeds exponentially growing modes which dramatically reorient the magnetic
field to be predominantly horizontal. The induced velocities are always highly subsonic and, after t ∼ 20tbuoy, are also almost entirely horizontal. Once the
plasma reaches its saturated state, it is buoyantly stable to vertical displacements. The plasma does not resist horizontal displacements, but the saturated state
is nearly symmetric to these displacements and they do not change its character.

Fig. 2 shows snapshots of the evolution of temperature and mag-
netic field lines in a local, 2D HBI simulation. We chose this simu-
lation to simplify the field-line visualization, but the results in Fig. 2
apply equally to our local and global 3D simulations. We initialized
this simulation in an unstable equilibrium state with vertical mag-
netic field lines (b̂z = 1). As described in Section 3.1, we seed this
initial condition with small velocity perturbations; the HBI causes
these perturbations to grow in the first three panels of Fig. 2. The
evolution becomes non-linear in the third panel, when the velocity
perturbations reach ∼4 per cent of the sound speed. Afterwards,
the instability begins to saturate and the plasma slowly settles into
a new equilibrium state. The last panel in Fig. 2 shows that this
saturated state is highly anisotropic: the magnetic field lines are al-
most entirely orthogonal to gravity. Flux conservation implies that
the fluid motions must also be anisotropic, with most of the kinetic
energy in horizontal motions at late times (see Fig. 3, discussed
below). These horizontal motions are very subsonic: in all of our
simulations, the velocities generated by the HBI are significantly
less than 1 per cent of the sound speed in the saturated state.

Because the fluid velocities remain small, the linear dispersion
relation (equation 7) captures much of the evolution of the HBI,
even at late times. For any magnetic field orientation, the fastest-
growing modes are the ones with k along the axis b̂× (b̂× g); these
modes have the growth rate

pmax = |ωbuoy b̂z|, (11)

which decreases as the field lines become horizontal. Additionally,
when b̂2

z < 1/2, only modes with k̂2
z > 1 − 4(b̂2

z − b̂4
z ) are unsta-

ble. Since the HBI saturates by making the field lines horizontal
(b̂z → 0), both the maximum growth rate of the instability and
the volume of phase space for unstable modes decrease as the HBI
develops. This strongly limits the growth of the perturbations, and
helps explain why the instability saturates relatively quiescently.

As argued by Parrish & Quataert (2008), the HBI saturates when
its maximum growth rate pmax vanishes, so that no unstable modes
remain. While this is clearly a sufficient condition for the plasma
to reach a new stable equilibrium, it is by no means necessary. The
instability could, e.g. saturate via non-linear effects, but in practice
this is not the case (at least for simulations without an additional
source of turbulence; see Section 5.1). Equation (11) for pmax shows
that the HBI can saturate by making either ∂T/∂z or b̂z vanish;
intuitively, the HBI is powered by a conductive heat flux, which it
must extinguish in order to stop growing. Erasing the temperature
gradient might seem like the more natural saturation channel, since
the conduction time across the domain is much shorter than other

Figure 3. Evolution of the vertical and horizontal kinetic energy in a local,
2D HBI simulation (simulation h1 in Table 1). The units are such that the
thermal pressure P ≈1 and the initial magnetic energy is B2/8π = 10−12.
After a period of exponential growth in which the x and z motions are in
approximate equipartition, HBI saturates and the kinetic energy ceases to
grow. At this point, the energy in the vertical motion is in the form of
stable oscillations, which decay non-linearly. The horizontal motions are
unhindered, however, and persist for the entire duration of the simulation.
These horizontal motions are responsible for the asymmetry of the magnetic
field shown in Fig. 4.

time-scales in the problem. In an astrophysical setting, however, the
large-scale temperature field is often controlled by cooling, accre-
tion or other processes apart from the HBI. We therefore impose
the overall temperature gradient on our simulations by fixing the
temperature at the top and bottom of the domain, so that ωbuoy is
roughly independent of time, and saturation requires b̂z = 0.

Since the HBI saturates by making the magnetic field lines hor-
izontal, we take the b̂z → 0 limit in equation (7) to understand the
late-time behaviour of the plasma:

ω = ± ωbuoy
(
1 − k̂2

z

)1/2
. (12)
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Figure 5. Evolution of the MTI with an initially horizontal magnetic field in a local, 2D simulation (simulation m1 in Table 2). Grey horizontal lines show the
transition to the buoyantly neutral layers described in Section 3.2; the colour scale is identical to that in Fig. 2. Initial perturbations grow by the mechanism
described in Section 2.2 (Fig. 1); rising and sinking plumes rake out the field lines until, by t = 6tbuoy, they are mostly vertical. This configuration is, however, non-
linearly unstable to horizontal displacements, which generate a horizontal magnetic field and thus continually seed the MTI (see Fig. 6). The result is vigorous,
sustained convection in marked contrast to the saturation of the HBI in Fig. 2. In this local simulation, buoyant plumes accelerate until they reach the neutrally
stable layers. The boundaries prematurely stop the growth of the MTI, and the local simulation underpredicts the kinetic energy generated by the MTI (see
Fig. 7).

resulting stably stratified plasma then resists vertical mixing and, in
the absence of strong external forcing, we expect the fluid velocities
and magnetic field lines to be primarily horizontal. In Section 5, we
perturb this state with externally driven, isotropic turbulence and
test the strength of the stabilizing force.

4.2 Saturation of the MTI

Fig. 5 shows the evolution of one of our local, 2D MTI simulations.
As in the HBI simulation shown in Fig. 2, we initialized this simu-
lation in an unstable equilibrium state (a weak horizontal magnetic
field) and seeded it with the small velocity perturbations described
in Section 3.1. The MTI and HBI stem from very similar physics,
and as a result have very similar linear dynamics. The non-linear be-
haviour of the two instabilities is entirely different, however. While
the HBI saturates relatively quiescently by driving the plasma to
a buoyantly stable and highly anisotropic state, the MTI gener-
ates vigorous, sustained convection that tends to isotropize both the
magnetic and velocity fields.

As we did for the HBI, we study the saturation of the MTI using
2D and 3D simulations spanning a range of domain sizes L/H.
Table 2 summarizes the simulations presented in this section.

Since the linear dispersion relation successfully describes the
non-linear evolution and saturation of the HBI, it is a good place
to begin our discussion of the MTI. The MTI is described by equa-
tion (7) when ∂T/∂z < 0. The linear evolution of the MTI is the
opposite of that of the HBI: the MTI operates when the temperature
decreases with height, its fastest growing modes are the ones with
wave vectors k parallel to b̂, and the force that destabilizes the MTI
is exactly that which stabilizes the HBI in its saturated state. Equa-
tion (7) shows that the maximum growth rate of the MTI goes to
zero when b̂z = 1. By analogy with the HBI, it thus seems reason-
able to expect that the MTI also saturates quiescently, by making
the field lines vertical.

The first three panels of Fig. 5 show that this is nearly what
happens. As the perturbations grow exponentially, the buoyantly

Table 2. Parameters for MTI simulations (Section 4.2).

Name D res L/H κ Field configuration

m1 2 64 0.033 7.07 horizontal
m2 2 64 0.033 7.07 vertical
m3 3 64 0.033 7.07 horizontal
m4 3 64 0.033 7.07 vertical
m5∗ 3 128 0.500 0.31 horizontal
m6∗ 3 128 1.400 0.35 horizontal
m7 3 256 0.500 0.06 horizontal

The definitions of L, D, and κ are the same as in Table 1. All simulations use
the local set-up (equation 9), except for the one with L/H = 1.4, which is
global (equation 10). Each of these simulations was initialized with a weak
magnetic field B/

√
4π = 10−4 with the orientation indicated in the table.

∗We also repeated simulations m5 and m6 with initial field strengths
B/

√
4π = 10−4, 0.0014, 0.0245.

rising and sinking blobs rake out the field lines, making them largely
vertical. The growth rate of the MTI goes to zero when the field
lines become vertical; since the velocities are still small at this point
in the evolution (∼10−2cs), one might expect the MTI to operate
like the HBI and quiescently settle into this stable equilibrium state.
Instead, however, the MTI drives sustained turbulence for as long
as the temperature gradient persists. The plasma never becomes
buoyantly stable, and the magnetic field and fluid velocities are
nearly isotropic at late times.

We can understand this evolution using the same approach we
employed for the HBI. Although the plasma in our MTI simulations
never reaches a state in which the MTI growth rate is zero, examin-
ing the properties of this state is very instructive. The equilibrium
state of the MTI with b̂z = 1 (i.e. a vertical field) has precisely the
same dispersion relation as the saturated state of the HBI, given
by equation (12). There are again zero-frequency (neutrally stable)
modes of the dispersion relation which correspond to horizontal
perturbations to the equilibrium state of the MTI; these experience
no restoring force, because the restoring force is buoyant in nature
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MTI: makes field line vertical

HBI: makes field lines horizontal

[McCourt et al. 2011]

galaxy cluster temperature profiles: 
inner radii dT/dr>0, HBI unstable 
outer radii dT/dr<0, MTI unstable

[Pratt et al. 2007]
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Centered Differencing
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Problem w. CD
its not monotonicity preserving! can give -ve temperatures!
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similarly,

transverse term can be made arbitrarily large 
and of any sign!  

heat flux is out of temperature minimum! 
=> not extrema preservingreflective BC



Problem w. CD
its not extrema preserving! can give -ve temperatures!

[Sharma & Hammett 2007]

simple averaging of transverse T 
gradients gives non-monotonicity!



Solution?

transverse terms:Qx,T = �bxby
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choosing arithmetic averaging does not work!  
can be arbitrarily large and of any sign 

need to have a better interpolation which is not affected by a large +/- 
value of the argument
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Limiters in advection

linear reconstruction: AM of slopes

advection with v>0

averaging
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at discontinuities
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Limiters in advection

advection with v>0

averaging

�f

�t
+ v

�f

�x
= 0

advection equation: REA approach

monotonic 
prevents oscillations 
at discontinuities if  

limited reconstruction
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III

linear reconstruction:     of slopesL



Minmod limiter
L(a, b) = a�(1, r = b/a) = b�(1, r = a/b)

L=0 if arguments have opposite sign

grey: monotonicity zone

minmod(a,b)=0 if ab<=0, min(a,b) if ab>0

smoother, higher order accuracy, still nonlinear

van Leer(a,b)=0 if ab<=0, 2ab/(a+b) if ab>0



Limited averaging
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with limiter averaging transverse temperature gradients vanish  
and heat flux is down the temperature gradient 

extrema won’t be accentuated!

symmetric in arguments



Ring test problem
bx = �y/(x2 + y2)1/2, by = x/(x2 + y2)1/2

hot patch=12 
ambient=10

arithmetic mean limited averaging: van Leer

notice minimum temperature 
non-monotonic even at late times

[Parrish & Stone 2005]



Negative temperature!
with large temperature gradients 

negative temperature => sound wave becomes unstable =>code blows up

large temperature gradients are natural in plasmas; e.g.,  
solar prominences in corona,  3 phases of the ISM 

our method is essential for simulating such plasmas robustly from first principles



Another problem
the scheme is explicit and governed by a stability CFL constraint

�t  �x2

2�

for high conductivity plasma such as ICM, this can be 1000s time smaller than 
�x

cs

one can subcycle: for every hydro timestep apply many conduction cycles 
but this is slow; better to go implicit where there is no stability constraint 

this requires solving a tridiagonal matrix (O[N]): simply use LAPACK



Does implicit work?
ring diffusion test [Sharma & Hammett 2011]

indeed it does; here, Thot=10, Tcold=0.1



Does implicit work?
ring diffusion test [Sharma & Hammett 2011]

non-monotonicity not 
guaranteed but much 

better than without 
limiters! 

non-monotonicity much 
less & only for early times 



A real application: TI

this is 100 times faster!

initially small density perturbations with global thermal balance 
overdense regions cool and underdense are heated 



Parallel implementation
the implicit method is not yet parallel 

parallelization strategy is clear but work needs to be done 
another approach is to use parallel  iterative packages like PETSc
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Super time stepping
T

dtj

T =
j=NX

j=1

dtj

substep j super timestep 

a faster explicit method

diffusion eq. non-positive eigenvalues = -Dk2

stability polynomial pN(λ) 
|pN(λ)| must be < 1 for numerical stability for all λ

for a given N, choose largest T such that | pN(λ) |<1 

df

dt
= �|�|f

fN =

0

@
j=NY

j=1

(1� |�|dtj)
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A f1

several variants
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then the optimal values of the zjs are those for which 

Note that, if desired, K may be chosen arbitrarily close to 1, by choosing ,u small enough. 
Moreover, the z j  s corresponding to the above polynomial p N  are given explicitly by 

zi = 2 ( (-Amax + ,u)cos (2ji1 - - l ) + A m a x + , u ) l  j = l ,  ... N 

which can be written more conveniently as 

-1  

zi = Atexp((-, + v ) c o s ( ~  2 j - 1  --)+ TG 1 + v) j = 1 ,  ... N 

where v =p/Ama,, 0 < Y < Amin/Amax, Atexpl = 2/Am,, as in (4). One can show the relation 

N (1 + 4 ~ ) ~ ~  - (1 - 4 ~ ) ~ ~  
(1 +JvlZN+ (1 - Jv12' 

AT = C tj = Atexpl - 
j =  1 

which yields 

(9) 

Lax 
AT- N2AteXp (1 1) 

v - 0  

Noting that N explicit steps, each of length Atexp,, cover time NAtexpl, we see that executing a 
superstep consisting of N substeps covers a time interval N times longer (when v = 0). Thus, 
superstepping is (up to) N times faster than the standard explicit scheme, at essentially the same 
cost! This is where the speed-up comes from. 

We observe that the error between the exact and approximate solutions is given by 

IIEkll IIU(kAT) - Ukll 
N 

= e-ATAU((k - ~ ) A I T )  - n (I - ~;.A)u~-'  // j= 1 

Since A is positive definite, we have 
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stability parameter <<1
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super timestep

prescription based on enforcing pN(λ) to be Chebyshev polynomial 
with |argument| < 1
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Chebyshev vs Legendre

Comparison of Tn(x) & Pn(x): since |P|<1 in (-1,1) => better stability



Stabilized Runge-Kutta (RK)
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we discuss the von Neumann stability of these methods. In Section 5, we discuss using non-linear operators with the RKL
methods. In Section 6 we show the order of accuracy of the method. In Section 7, we demonstrate the usefulness of the
RKL methods in a wide range of example problems. In Section 8, we compare the computational performance of the RKL
methods to other, classical numerical methods. Section 9 contains our conclusions.

2. Description of the stabilized Runge–Kutta–Legendre method at first- and second-order

The explicit solution of parabolic equations suffers from the unfortunate restriction that the maximal explicit time-step
is proportional to the square of the mesh size. Implicit schemes for parabolic equations may have no time-step restriction,
but they require the inversion of large, sparse matrices, which can be computationally costly and difficult to parallelize.
Super-time-stepping methods, such as RKC, have been developed to help alleviate this restrictive time-step constraint for
parabolic equations while retaining the simplicity of an explicit method. Super-time-stepping methods are designed to solve
the ODE system resulting from the discretization of a PDE. This takes the form

du
dt

= Mu(t) (1)

where M is a symmetric, constant coefficient matrix which represents the discretization of a parabolic operator. Such
parabolic operators have non-positive, real eigenvalues. Later in this paper, we will relax this restriction on the parabolic
operator M, and thereby include operators with diffusion coefficients that are solution or position-dependent. Super-time-
stepping methods fall into a category of stabilized Runge–Kutta methods for which additional stages are used to increase
the stability of the method along the negative real axis, thereby increasing the maximum permissible time-step. This should
be contrasted with traditional Runge–Kutta methods, where the additional stages are used to increase the accuracy of the
method. The update of an s-stage system can be expressed in terms of the stability polynomial, also referred to as the
amplification factor, Rs

u(t + τ ) = Rs(τM)u(t). (2)

Stability is ensured if |Rs(τλ)| ! 1 for all values of λ between 0 and the maximum (negative) eigenvalue of the matrix M.
The RKC methods are based on using shifted Chebyshev polynomials as the stability polynomial because the absolute value
of these polynomials is bounded by unity over a large range of values. Additionally, they afford the greatest stability range
along the negative real axis, thereby permitting one to take the largest possible stable superstep, τ . The desired temporal
order of accuracy is achieved by comparing the stability polynomial in Eq. (2) to the analytic solution

u(t) = etMu(0) ≈
(

1 + tM + 1
2
(tM)2 + · · ·

)
u(0). (3)

We can achieve the desired order of accuracy by ensuring that the leading terms in the stability polynomial match exactly
with the expansion of the exponential in the exact solution.

For a simple problem such as constant coefficient thermal conduction, the RKC methods have been shown to work well.
It is not easy to show that more complicated problems will also behave well using the RKC methodology, but it is often
suggested that they will. This, however, is not guaranteed, and Section 2.1 shows some examples where RKC methods show
their deficiencies. Sections 2.2 and 2.3 catalog the first-order accurate RKL1 scheme and the second-order accurate RKL2
schemes, respectively. Section 2.4 describes how these schemes are implemented using Strang splitting for mixed problems
which include hyperbolic and parabolic terms.

2.1. Motivation

Consider the simple example of thermal conduction between two different metals. The metals are initially at differ-
ent temperatures and have different thermal conduction coefficients. When they are brought into thermal contact, heat
will flow from hot to cold. We initialize the simulation with a 10 cm bar of aluminum (with conduction coefficient
κ = 2.37 × 107 erg/(cm s K)) at a temperature of 0 ◦C on the left, and a 10 cm bar of copper (with conduction coeffi-
cient κ = 4.01 × 107 erg/(cm s K)) at a temperature of 100 ◦C on the right. This problem is discussed in depth in Section 6.1.
Fig. 1(a) shows the results of this problem after 1 second of conduction, computed following the standard RKC2 method-
ology. The result is close to the analytical solution (shown as a solid line), but the method is not monotone and produces
spurious oscillations within the profile. After many more time-steps the jumps shown in Fig. 1(a) will decrease in ampli-
tude, but they could still be the site of unphysical shock formation if coupled with a hyperbolic operator. In addition, if a
problem had solution-dependent coefficients, the oscillations could cause additional numerical errors or instability. These
oscillations are due to the fact that although the RKC methods are stable and monotone for a constant conduction coef-
ficient, they are not monotone for all conduction coefficients less than the maximum. When the conduction coefficient is
spatially varying, the overall time-step must be limited by the most restrictive zone (i.e. the one with the highest conduc-
tion coefficient on a uniform mesh). We would therefore prefer a method which can retain a monotone solution for any
conduction coefficient less than the maximum. Computationally, this is equivalent to wanting a monotone method for all
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Fig. 1. (a) Shows the aluminum/copper heat conduction solution for the damped 7-stage RKC2 scheme, with damping coefficient ε = 2/13. (b) Shows the
solution for the 7-stage RKL2 scheme.

time-steps shorter than the maximum. We refer to this property as the Convex Monotone Property (CMP), and discuss it at
length in Section 3.

Fig. 1(b) shows the same result using the RKL2 scheme presented in this paper. The RKL2 method is described in Sec-
tion 2.3 below. The solution, in this case, not only follows the analytic solution very closely compared to its RKC2 counterpart
in Fig. 1(a), but is also monotone, with no spurious oscillations within the conduction profile. In Section 3, we show that
the RKL methods have the CMP we desire. This result demonstrates that a method with the CMP for a parabolic problem
with spatially varying coefficients will produce a much improved solution over a method which does not have the CMP.

Even if the solution is stable and monotone, we want to make sure that it does not have any other undesirable patholo-
gies. To explore this, we can compute thermal conduction in a single metal but with a discontinuous initial temperature.
Here, the left half of a 20 cm bar of aluminum is initially held at 0 ◦C, while the right half is held at 100 ◦C. Figs. 2(a)–2(d)
show the results of this simulation for the RKC1, RKC2, RKL1 and RKL2 schemes, respectively. These tests were all run with
6 supersteps of 5 stages each, with the maximum stable time-step for each scheme. This ensures that each case will be
both stable and monotone, but it also means that each case is run to a different final time. The most notable feature of
the RKC schemes in Figs. 2(a) and 2(b) is the significant staircasing effect seen in the conduction profile. Although the
result is monotone, these profiles show significant discontinuities even where a smooth solution is expected. This can be
particularly problematic when the parabolic term is coupled with, for instance, the hydrodynamics equations, because a
staircased pattern will be treated as a sequence of shocks by the hydrodynamics solver. Figs. 2(c) and 2(d) show the same
problem with RKL1 and RKL2, respectively. The staircasing effect is much smaller for the RKL1 scheme and is virtually
non-existent for the RKL2 scheme. Additionally, the solutions produced by the RKL schemes represent the expected thermal
profile very accurately. In Section 4, we discuss how this comes about by appealing to the von Neumann stability analysis
of the schemes.

2.2. RKL1: Runge–Kutta–Legendre method at first-order

The Runge–Kutta–Legendre (RKL) methods are based on using shifted Legendre polynomials as the stability polynomial
of the scheme. Legendre polynomials, like Chebyshev polynomials, are bounded in magnitude by unity, and thus will also
produce a stable scheme. The stability polynomial for the general s-stage RKL scheme can be written as

Rs(z) = as + bs P s(w0 + w1z). (4)

The parameter w0 relates to the damping of the system, which we find is unnecessary for all RKL schemes, as discussed
in Sections 4 and 5. Thus, we set w0 = 1 for all RKL schemes. For a first-order scheme we choose as = 0. The value of the
other parameters are set by comparison to the expansion in Eq. (3). For consistency at first-order, we have that Rs(0) = 1
and R ′

s(0) = 1. This gives us bs = 1 and w1 = 2/(s2 + s). Therefore, for the s-stage RKL1 scheme we take

Rs(z) = P s

(
1 + 2

s2 + s
z
)

. (5)

Like the RKC scheme, we also require that every internal stage also has a corresponding stability polynomial which is a
shifted Legendre polynomial, i.e. for the j-th stage of an s stage RKL1 scheme, we take

u( j) = P j

(
1 + 2

s2 + s
z
)

un. (6)

Thus, each stage in the scheme can be thought of as a first-order accurate approximation to the solution at time t =
τ ( j2 + j)/(s2 + s), where τ is the total time-step to be taken. Legendre polynomials obey a three point recursion relationship

( j)P j(x) = (2 j − 1)xP j− 1(x) − ( j − 1)P j− 2(x) (7)

stability polynomial for s-stage RKL, z=λT
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Parabolic partial differential equations appear in several physical problems, including
problems that have a dominant hyperbolic part coupled to a sub-dominant parabolic
component. Explicit methods for their solution are easy to implement but have very
restrictive time step constraints. Implicit solution methods can be unconditionally stable
but have the disadvantage of being computationally costly or difficult to implement.
Super-time-stepping methods for treating parabolic terms in mixed type partial differential
equations occupy an intermediate position. In such methods each superstep takes “s”
explicit Runge–Kutta-like time-steps to advance the parabolic terms by a time-step that
is s2 times larger than a single explicit time-step. The expanded stability is usually
obtained by mapping the short recursion relation of the explicit Runge–Kutta scheme to
the recursion relation of some well-known, stable polynomial.
Prior work has built temporally first- and second-order accurate super-time-stepping
methods around the recursion relation associated with Chebyshev polynomials. Since their
stability is based on the boundedness of the Chebyshev polynomials, these methods
have been called RKC1 and RKC2. In this work we build temporally first- and second-
order accurate super-time-stepping methods around the recursion relation associated with
Legendre polynomials. We call these methods RKL1 and RKL2. The RKL1 method is first-
order accurate in time; the RKL2 method is second-order accurate in time. We verify that
the newly-designed RKL1 and RKL2 schemes have a very desirable monotonicity preserving
property for one-dimensional problems – a solution that is monotone at the beginning of
a time step retains that property at the end of that time step. It is shown that RKL1 and
RKL2 methods are stable for all values of the diffusion coefficient up to the maximum
value. We call this a convex monotonicity preserving property and show by examples that
it is very useful in parabolic problems with variable diffusion coefficients. This includes
variable coefficient parabolic equations that might give rise to skew symmetric terms. The
RKC1 and RKC2 schemes do not share this convex monotonicity preserving property. One-
dimensional and two-dimensional von Neumann stability analyses of RKC1, RKC2, RKL1
and RKL2 are also presented, showing that the latter two have some advantages. The paper
includes several details to facilitate implementation.
A detailed accuracy analysis is presented to show that the methods reach their design
accuracies. A stringent set of test problems is also presented. To demonstrate the
robustness and versatility of our methods, we show their successful operation on problems
involving linear and non-linear heat conduction and viscosity, resistive magnetohydro-
dynamics, ambipolar diffusion dominated magnetohydrodynamics, level set methods and
flux limited radiation diffusion. In a prior paper (Meyer, Balsara and Aslam 2012 [36]) we
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Thus, each stage in the scheme can be thought of as a first-order accurate approximation to the solution at time t =
τ ( j2 + j)/(s2 + s), where τ is the total time-step to be taken. Legendre polynomials obey a three point recursion relationship
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This recursion relation in Eq. (8) enables us to write down a Runge–Kutta scheme for operators M that have non-positive,
real eigenvalues. Therefore, the s-stage RKL1 scheme is given by

Y0 = u(t0)

Y1 = Y0 + µ̃1τMY0

Y j = µ j Y j−1 + ν j Y j−2 + µ̃ jτMY j−1; 2 ! j ! s

u(t + τ ) = Ys (9)

with the parameters

µ j = 2 j − 1
j

; ν j = 1 − j
j
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. (10)

The only thing that remains is the choice of the total time-step, τ , for the RKL1 scheme. Recall that Legendre Polynomials are
bounded by unity in magnitude when their arguments are in the range (−1,1) so that the condition −1 ! 1 + 2/(s2 + s)z
yields the time-step restriction. The explicit time-step is related to the spectral radius of the matrix by #texpl = 2/λmax.
Therefore, we have that the RKL1 scheme has a maximum superstep of

τmax = #texpl

w1
= #texpl

s2 + s
2

. (11)

For the purpose of checking one’s implementation of this method, we provide below an explicit instantiation of the
method for s = 4. In this case, w1 = 1/10, and the stability polynomials for the intermediate stages will be P j(1 + τM/10).
The parameters at the various stages are given by
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Fig. 1. (a) Shows the aluminum/copper heat conduction solution for the damped 7-stage RKC2 scheme, with damping coefficient ε = 2/13. (b) Shows the
solution for the 7-stage RKL2 scheme.

time-steps shorter than the maximum. We refer to this property as the Convex Monotone Property (CMP), and discuss it at
length in Section 3.

Fig. 1(b) shows the same result using the RKL2 scheme presented in this paper. The RKL2 method is described in Sec-
tion 2.3 below. The solution, in this case, not only follows the analytic solution very closely compared to its RKC2 counterpart
in Fig. 1(a), but is also monotone, with no spurious oscillations within the conduction profile. In Section 3, we show that
the RKL methods have the CMP we desire. This result demonstrates that a method with the CMP for a parabolic problem
with spatially varying coefficients will produce a much improved solution over a method which does not have the CMP.

Even if the solution is stable and monotone, we want to make sure that it does not have any other undesirable patholo-
gies. To explore this, we can compute thermal conduction in a single metal but with a discontinuous initial temperature.
Here, the left half of a 20 cm bar of aluminum is initially held at 0 ◦C, while the right half is held at 100 ◦C. Figs. 2(a)–2(d)
show the results of this simulation for the RKC1, RKC2, RKL1 and RKL2 schemes, respectively. These tests were all run with
6 supersteps of 5 stages each, with the maximum stable time-step for each scheme. This ensures that each case will be
both stable and monotone, but it also means that each case is run to a different final time. The most notable feature of
the RKC schemes in Figs. 2(a) and 2(b) is the significant staircasing effect seen in the conduction profile. Although the
result is monotone, these profiles show significant discontinuities even where a smooth solution is expected. This can be
particularly problematic when the parabolic term is coupled with, for instance, the hydrodynamics equations, because a
staircased pattern will be treated as a sequence of shocks by the hydrodynamics solver. Figs. 2(c) and 2(d) show the same
problem with RKL1 and RKL2, respectively. The staircasing effect is much smaller for the RKL1 scheme and is virtually
non-existent for the RKL2 scheme. Additionally, the solutions produced by the RKL schemes represent the expected thermal
profile very accurately. In Section 4, we discuss how this comes about by appealing to the von Neumann stability analysis
of the schemes.

2.2. RKL1: Runge–Kutta–Legendre method at first-order

The Runge–Kutta–Legendre (RKL) methods are based on using shifted Legendre polynomials as the stability polynomial
of the scheme. Legendre polynomials, like Chebyshev polynomials, are bounded in magnitude by unity, and thus will also
produce a stable scheme. The stability polynomial for the general s-stage RKL scheme can be written as

Rs(z) = as + bs P s(w0 + w1z). (4)

The parameter w0 relates to the damping of the system, which we find is unnecessary for all RKL schemes, as discussed
in Sections 4 and 5. Thus, we set w0 = 1 for all RKL schemes. For a first-order scheme we choose as = 0. The value of the
other parameters are set by comparison to the expansion in Eq. (3). For consistency at first-order, we have that Rs(0) = 1
and R ′

s(0) = 1. This gives us bs = 1 and w1 = 2/(s2 + s). Therefore, for the s-stage RKL1 scheme we take

Rs(z) = P s

(
1 + 2

s2 + s
z
)

. (5)

Like the RKC scheme, we also require that every internal stage also has a corresponding stability polynomial which is a
shifted Legendre polynomial, i.e. for the j-th stage of an s stage RKL1 scheme, we take

u( j) = P j

(
1 + 2

s2 + s
z
)

un. (6)

Thus, each stage in the scheme can be thought of as a first-order accurate approximation to the solution at time t =
τ ( j2 + j)/(s2 + s), where τ is the total time-step to be taken. Legendre polynomials obey a three point recursion relationship

( j)P j(x) = (2 j − 1)xP j− 1(x) − ( j − 1)P j− 2(x) (7)

stability polynomial at jth substep 
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This recursion relation in Eq. (8) enables us to write down a Runge–Kutta scheme for operators M that have non-positive,
real eigenvalues. Therefore, the s-stage RKL1 scheme is given by

Y0 = u(t0)

Y1 = Y0 + µ̃1τMY0

Y j = µ j Y j−1 + ν j Y j−2 + µ̃ jτMY j−1; 2 ! j ! s

u(t + τ ) = Ys (9)

with the parameters

µ j = 2 j − 1
j

; ν j = 1 − j
j

µ̃ j = 2 j − 1
j

w1 = 2 j − 1
j

2
s2 + s

. (10)

The only thing that remains is the choice of the total time-step, τ , for the RKL1 scheme. Recall that Legendre Polynomials are
bounded by unity in magnitude when their arguments are in the range (−1,1) so that the condition −1 ! 1 + 2/(s2 + s)z
yields the time-step restriction. The explicit time-step is related to the spectral radius of the matrix by #texpl = 2/λmax.
Therefore, we have that the RKL1 scheme has a maximum superstep of

τmax = #texpl

w1
= #texpl

s2 + s
2

. (11)

For the purpose of checking one’s implementation of this method, we provide below an explicit instantiation of the
method for s = 4. In this case, w1 = 1/10, and the stability polynomials for the intermediate stages will be P j(1 + τM/10).
The parameters at the various stages are given by
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Fig. 1. (a) Shows the aluminum/copper heat conduction solution for the damped 7-stage RKC2 scheme, with damping coefficient ε = 2/13. (b) Shows the
solution for the 7-stage RKL2 scheme.

time-steps shorter than the maximum. We refer to this property as the Convex Monotone Property (CMP), and discuss it at
length in Section 3.

Fig. 1(b) shows the same result using the RKL2 scheme presented in this paper. The RKL2 method is described in Sec-
tion 2.3 below. The solution, in this case, not only follows the analytic solution very closely compared to its RKC2 counterpart
in Fig. 1(a), but is also monotone, with no spurious oscillations within the conduction profile. In Section 3, we show that
the RKL methods have the CMP we desire. This result demonstrates that a method with the CMP for a parabolic problem
with spatially varying coefficients will produce a much improved solution over a method which does not have the CMP.

Even if the solution is stable and monotone, we want to make sure that it does not have any other undesirable patholo-
gies. To explore this, we can compute thermal conduction in a single metal but with a discontinuous initial temperature.
Here, the left half of a 20 cm bar of aluminum is initially held at 0 ◦C, while the right half is held at 100 ◦C. Figs. 2(a)–2(d)
show the results of this simulation for the RKC1, RKC2, RKL1 and RKL2 schemes, respectively. These tests were all run with
6 supersteps of 5 stages each, with the maximum stable time-step for each scheme. This ensures that each case will be
both stable and monotone, but it also means that each case is run to a different final time. The most notable feature of
the RKC schemes in Figs. 2(a) and 2(b) is the significant staircasing effect seen in the conduction profile. Although the
result is monotone, these profiles show significant discontinuities even where a smooth solution is expected. This can be
particularly problematic when the parabolic term is coupled with, for instance, the hydrodynamics equations, because a
staircased pattern will be treated as a sequence of shocks by the hydrodynamics solver. Figs. 2(c) and 2(d) show the same
problem with RKL1 and RKL2, respectively. The staircasing effect is much smaller for the RKL1 scheme and is virtually
non-existent for the RKL2 scheme. Additionally, the solutions produced by the RKL schemes represent the expected thermal
profile very accurately. In Section 4, we discuss how this comes about by appealing to the von Neumann stability analysis
of the schemes.

2.2. RKL1: Runge–Kutta–Legendre method at first-order

The Runge–Kutta–Legendre (RKL) methods are based on using shifted Legendre polynomials as the stability polynomial
of the scheme. Legendre polynomials, like Chebyshev polynomials, are bounded in magnitude by unity, and thus will also
produce a stable scheme. The stability polynomial for the general s-stage RKL scheme can be written as

Rs(z) = as + bs P s(w0 + w1z). (4)

The parameter w0 relates to the damping of the system, which we find is unnecessary for all RKL schemes, as discussed
in Sections 4 and 5. Thus, we set w0 = 1 for all RKL schemes. For a first-order scheme we choose as = 0. The value of the
other parameters are set by comparison to the expansion in Eq. (3). For consistency at first-order, we have that Rs(0) = 1
and R ′

s(0) = 1. This gives us bs = 1 and w1 = 2/(s2 + s). Therefore, for the s-stage RKL1 scheme we take

Rs(z) = P s

(
1 + 2

s2 + s
z
)

. (5)

Like the RKC scheme, we also require that every internal stage also has a corresponding stability polynomial which is a
shifted Legendre polynomial, i.e. for the j-th stage of an s stage RKL1 scheme, we take

u( j) = P j

(
1 + 2

s2 + s
z
)

un. (6)

Thus, each stage in the scheme can be thought of as a first-order accurate approximation to the solution at time t =
τ ( j2 + j)/(s2 + s), where τ is the total time-step to be taken. Legendre polynomials obey a three point recursion relationship

( j)P j(x) = (2 j − 1)xP j− 1(x) − ( j − 1)P j− 2(x) (7)

similar schemes for RKL2, RKC1, RKC2



Comparison on ring diffusion
AAG STS, ν=0.01 for N=5, 10, 20; blows up for 50

RKL1; ok up to N=20; inaccurate beyond that



Conclusions
• anisotropic diffusion important in plasmas 

• monotonicity, extrema-preservation 

• Limiters can maintain extrema 

• implicit scheme; parallelization is difficult 

• super-time-stepping: AAG, RKC, RKL

Thank You!
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